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Abstract: Condition-based maintenance (CBM), is a maintenance strategy that is based on
the continuous monitoring of systems. With Fault Prognosis, prediction such as at what time
an element of a system will fail, or its Remaining Useful Life can be made. A review on Fault
Prognosis and its most used algorithms to apply it, evaluating the obtained results is made.
While Machine Learning is the preferred methodology, a hybrid algorithm using data-driven
and knowledge-based methods can sometimes offer a better solution, depending on the system
and the available data from it.
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1. INTRODUCTION

The demands for faster and more efficient manufacturing
processes has increased exponentially in recent years, as
conventional maintenance strategies are insufficient for
major manufacturers to stay competitive against com-
panies using emerging technologies. To meet these aris-
ing needs, the concept of Condition-Based Maintenance
(CBM ) was created, which focuses on scheduling main-
tenance activities by periodically or continuously moni-
toring specific indicators that are related to the health
and performance of the maintained systems according to
Ma et al. (2018). An important objective of CBM is to
determine the optimal time for replacement or overhaul
of a machine or a tool, Kim et al. (2012a). Since this
represents minimizing production costs and maximizing
the Remaining Useful Lifetime (RUL) of the systems.
CBM must have the ability to not only identify the
anomalies in a machine or an element, but also to classify
and predict them to act efficiently to prevent breakdowns.

One of the key components of CBM is fault prognosis,
which can be defined as the prediction of the RUL of
components based on real-time available data. The main
goal of prognosis is to assess how long the faulty compo-
nents can continue working with acceptable performance,
Kordestani et al. (2018). Given a reliable and accurate
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prognosis method, faults in critical components could be
avoided by programming a maintenance window. This
will ultimately minimize manufacturing costs caused by
downtime, while maximizing the RUL of said components.

As shown in Figure 1, Advanced Anomaly Detection and
Deep Learning are on the down-side of the ”Peak of
Inflated Expectations” in the Hype Cycle for Data Science
and Machine Learning graph from Gartner, Inc. This
means that a lot of research about it is being made right
now. Meanwhile, predictive analytics is already on the
”Slope of Enlightenment” with an expected time to real
implementation of 2 to 5 years. All of theses topics are
in the scope of Fault Prognosis and havea lot of research
focus.

The rest of this paper is organized as follows: section 2
will discuss the state of the art. In section 3, an study
of the different possible applications for these methods
will be shown. Finally, section 4 will mention opportunity
areas and future work to be done with these technologies
in the automotive and aerospace industries.

2. STATE OF THE ART

Over the years, many different fault prognosis methods
have been introduced. However, Sankavaram et al. (2009)
states that they are all framed within the same three
categories which are: model-based, knowledge-based, and
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Fig. 1. Hype Cycle for Fault Prognosis and Deep Learn-
ing. Gartner, Inc Shubhangi Vashisth (2019)

data-driven methods. Model-based approaches require an
accurate mathematical model, to be developed and use
residuals as features, where residuals are the outcomes
of consistency checks between the sensed measurements
of a real system and the outputs of a mathematical
model Vachtsevanos G. and Wu (2006). The knowledge-
based approach uses symbolic representations of human
knowledge to solve problems. However, this can be very
difficult when dealing with complex systems. Some of the
most known knowledge-based methods are Petri nets, flow
charts of multiple signals, and Bayesian Networks (BN ),
which are largely used to fault diagnosis and reliability
analysis, Luo et al. (2005). Data-driven approaches are
used when system models are not available, unknown, or
are too complex, but instead, system monitoring input
and output data are available, Sankavaram et al. (2009).

Another approach that we could find in literature is a
hybrid-based approach that results from combining two
of the aforementioned. An example of this approach would
be Bayesian Neural Networks (BNN ) which use Bayesian
learning to train a common BNN. By doing this, BNN
incorporates a measure of uncertainty in the prediction
which is missing from the current neural networks archi-
tectures, Shridhar (2019).

This paper will focus on data-driven methods, mainly
in aerospace and automotive industries because of the
complexity of these systems, but also in the medicine field
which is and interesting area for develop and to take ad-
vantage of this approaches. Most common data-driven ap-
proach are artificial intelligence approaches which refers
to techniques that fits into Machine Learning (ML), like
Support Vector Machine (SVM ) Kim et al. (2012b),
Fuzzy Logic Ramasso and Gouriveau (2010) and Deep
Learning (DL), Wu et al. (2018), Kiakojoori and Kho-
rasani (2014). The most widely used category in recent

years is (ML), which is a type of artificial intelligence
whereby an algorithm or method will extract patterns
out of data and it could be done using supervised learn-
ing (labeled examples as training data are given and
then, predictions for all the unseen points are made)
or unsupervised learning (only unlabeled training data
are received and predictions are made for all the unseen
points); using different DL techniques as Deep Learning
Networks (DLN ).

2.1 Deep Learning architectures

DLN methods could be seen as a cascade of many layers
of processing units that combine the predictor features
to approximate the target feature, in a similar way to
which it is done in ANN, Diez Oliván (2017). ANN are a
tool that has been developed in recent years to classify,
detect, diagnose and predict in different applications of
knowledge. It is a complex network formed by a large
number of simple processing units through the way of
connection, Hong (2011). The neural network receives as
its input the set of input signals and gives an appropriate
response (output signals), which are the solution to a
specific task, Komyakov et al. (2016).

Some examples of DLN architectures are:

• Feed Forward Neural Networks (FFNN ): They for-
ward the input data unidirectionally from one layer
to another.

• Recurrent Neural Networks (RNN ): They forward
the input data bidirectionally from one layer to
another.

• Convolutional Neural Networks (CNN ): It differs
from other networks because it has convolutional,
max pooling, and fully-connected layers.

• Bayesian Neural Networks (BNN ): Is a NN with a
prior distribution on its weights.

A comparison between these different structures can
be seen in Table 1, as well as other commonly used
algorithms for fault prognosis.

The deep learning architectures shown above have worked
correctly in different areas, obtaining good results in most
of their applications. The medicine field, which is an
emerging area in the use of prognosis, have used FFNN,
CNN (which work very well for small databases) and
RNN Gómez-Ruiz et al. (2004), Lehman et al. (2015) in
many investigations obtaining result with high accuracy.
The feasibility and precision to work with each of these
structures varies depending on the application and the
characteristics of the data that are had but in general,
with any structure good results are obtained.

2.2 Prognosis and health management in a process

Regardless of the type of network structure used to carry
out the failure analysis and the estimation of the RUL
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Table 1. Comparison of Machine Learning approaches for Fault Prognosis

Name Advantages Disadvantages Precision Feasibility

Feed-Forward
Network
(FNN)

Faster to train comparing to the
other networks.

Because of its simpler structure,
they do not handle well sequential
and complex problems.

High Low

Recurrent
Neural
Network
(RNN)

Widely used for sequential prob-
lems, particularly the short-long
term memory (LSTM).

Difficult training because of gradi-
ent vanishing and exploding issues.

High High

Convolutional
Neural
Network
(CNN)

Extract features and characteris-
tics of a system. Mostly used in im-
age classification and speech prob-
lems.

High computational costs and they
require a bid training data set.

High Medium

Bayesian
Neural
Network
(BNN)

Considers the uncertainties for the
predictions of future states. Be-
cause of their learning process,
they are less susceptible to overfit-
ting.

Complex learning algorithm as it
uses Bayes Theorem.

High High

of the system or element, it is necessary to define an
appropriate methodology to be able to give the inputs
that best fits in the network with the data.

Figure 2 shows how the process of PHM is made. The
data collected from a process is normally used to make a
correct prognosis and diagnosis and to be able to carry
out a CBM. First it is necessary to monitor the signals
by means of sensors in order to collect the necessary
data to make the analysis, then the data and signals
are preprocessed and a selection of the features that are
going to be relevant in the analysis of the data is made,
finally; by means of the different existing ML techniques,
a diagnosis, prognosis and a CBM from the date could be
made.

3. APPLICATIONS

Table 2 provides a summary of the main documented
methods for fault prognosis.

Hu et al. (2016) have researched the field of prognosis
oriented to the Lithium-ion battery health used in electric
vehicles. They use a combination of sample entropy and
Bayesian inference, a sparse Bayesian predictive mod-
elling (SBPM), to devise a data-driven State of Health
(SOH) model to predict the RUL of a battery system.
The data they used was obtained by independently testing
eight battery cells over three different temperatures.

Soualhi et al. (2014) used unlabeled data of bearings run
to failure from the Prognostics Center of Excellence of

Fig. 2. Prognosis and health management in a process

the NASA. Using an unsupervised classification tool, they
generated the classes for the state prediction. A Hidden
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Table 2. Fault Prognosis in automotive and aerospace industries

Application Algorithms Results Researches

Hybrid
systems with
intermittent
faults and
uncertain
parameters

Adaptive
Reinforcement

Unscented Kalman
Filter (ARUKF)

Consistent accuracy of 95% and always obtaining better
results than regular Unscented Kalman Filters.

Developed.
Yu et al.
(2018)

Distribution
Networks

Data Mining
(Neural Networks)

The developed method predicted 27 faults from a real
fault count of 32. The accuracy of the developed rule
for prognosis is of 84.4%.

Developed.
Wang et al.

(2018)

Bearings
Generative

Adversarial Network
(GAN)

No percentage of accuracy is presented. Algorithm was
tested with a data set from IMS, University of Cincin-
nati having acceptable results, suggesting that GANs
are a suitable method to use for bearing fault prognosis
with non-Gaussian noise systems.

Tested.
Khan et al.

(2018).

Turbofans
Recurrent Neural
Network (LSTM)

The proposed approach performs especially great in the
latter half of the lifetime which is more crucial than the
first half in practical applications.

Developed.
Wu et al.
(2018).

Electric
Vehicles
Battery

Sparse Bayesian
Predictive Model

(SBPM)

In the first cycles, the RUL has relatively large standard
deviation compared to measured data. However, as
more state-of-health (SOH) estimates become available,
the predicted RUL has a shrinking standard deviation,
and its average has excellent agreement with the true
one.

Tested.
Hu et al.
(2016)

Markov Models (HMM ) based prognosis model was used
to predict an ”Imminence of the Next Degradation State”
(INDS) and a Adaptive Neuro-Fuzzy Inference Systems
(ANFIS ) as an extrapolation tool to estimate the ”Re-
maining Time before Next Degradation State” (RNTDS).

Khan et al. (2018) used Generative Adversarial Networks
(GAN ) on run-to-fail bearing data from IMS, University
of Cincinnati to model the deterioration of bearings and
be able to diagnose and predict according to wear when
these will fail. The modelled indicator is called a Health
Indicator (HI) and it is obtained by using RMS on the
sampled vibration acceleration signals. The GAN uses
a Generator Network, which tries to learn and imitate
the behaviour of a given indicator and a Discriminator
Network, which tries to differentiate between the real
sample data and the data generated by the Generator
Network. Both networks are trained until the Discrimina-
tor Network can no longer tell the difference between the
real and the generated data. The data consisted in three
data sets of bearings ran to failure. Only two of them were
used for testing the proposed GAN. While using it on
the first dataset showed great results, it showed regular
ones on the second one (no accuracy data is given by

the authors). Further inspection of the scale of the HI is
advised.

Yuan Xie (2016) used an Echo State Network (ESN ) and
a Recurrent Multilayer Perceptron (RMLP) to predict
failures in bearings using 2000 samples from the CWRU
dataset containing normal and faulty conditions. The
networks were trained first with 500 training samples
and then 1000 samples. Results showed that compared
against the autoregressive moving average (ARMA) and
the Support Vector Machine (SVM), both of the pro-
posed networks (ESN and RMLP) had better Root Mean
Squared Errors than the ARMA and the SVM. When
using 1000 samples the accuracy of the ESN increased
while the one from RMLP only did so slightly and got
the same result as the ARMA.

Kiakojoori and Khorasani (2014) compared an Autore-
gressive neural network with exogenous input (NARX )
with an Elman neural network to predict degradation due
to temperature in a jet engine. Data was obtained using
a Simulink model with a given deterioration rate and
validated against a gas turbine simulation program devel-
oped by the National Aerospace Laboratory (NLR). Both
networks were compared using the Normalized Bayesian
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Information Criterion (NBIC), showing that for the same
training and testing conditions, the Elman Neural Net-
work outperforms the NARX for health prognosis in an
aircraft jet engine.
In Lu et al. (2013) Particle filters (PF), Extended Kalman
Filters (EKF) and constrained Extended Kalman Particle
Filters (cEKPF) have been used to monitor the status
of the gas path for a turbofan engine based with non-
Gaussian noise.
Juesas et al. (2017), and Giantomassi (2011) used decision
processes of semi-Markov, Markov Switching Models and
DBN and HMM to predict the RUL for critical engineer-
ing systems as those found in aircrafts.

Prognosis has also been used extensively in the area
of medicine as a way to create correlations between
specific genes or proteins and various types of cancer,
although most of them are using some statistic method
like Kaplan-Meier and Cox analysis instead of a proper
Deep Learning technique. For example, in investigations
related to ovarian cancer and its relationship with some
proteins Shen et al. (2019), cervical cancer Feng et al.
(2019), gastric cancer Zheng et al. (2019) and some genes
related to it Moon et al. (2019), Liu et al. (2019) as the
same in pancreatic cancer, Vundavilli et al. (2018), and
several studies focused on the early prognosis of breast
cancer, Sun et al. (2018), Fu et al. (2018), Peng et al.
(2019). It has also been highly used in the relationship
of different types of carcinoma certain genes Wu et al.
(2019) or proteins Ma et al. (2018).

4. DISCUSSION

Deep Learning is one of the most commonly used tech-
niques for data-driven analysis. There are many different
architectures, such as those mentioned in this review. But,
regardless of which architecture is used, the type of data
and characteristics that are needed to select the network
that best fits with these must be considered. While most
of the authors use a supervised training technique, unsu-
pervised training should be most considered as it is the
most common way data is found for real applications.

Among the most studied applications in the automotive
and aerospace industries are bearings, internal combus-
tion engines, batteries of electric vehicles, and turbofans.
Most used methods for prognosis are Neural Networks
and some variations of them, like GAN, LSTM-RNN,
CNN, DBN and BNN, among others. It is also worth
mentioning that most of the used algorithms for fault
prognosis have been developed by the authors, adjusting
one of the mentioned main algorithms to fit their own
particular available data.

Further research to test and to develop new algorithms
dedicated to the automotive and aerospace industries
must be made. This article showed a variety of algorithms

and their applications for predicting faults in different
systems, their advantages and limitations, and some areas
of application of interest at present.
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