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Abstract: Tracking of moving objects is a well-known problem of estimating the trajectory of a target in a 

video sequence. The video object tracking generally is accompanied by variations in the size and position of 

image frames; that is, consecutive video frames do not follow the object with precision in the tracking 

process. These variations can be considered colored measurement noise (CMN) caused by the object and 

camera frame dynamics. In this paper, we treat such variations as a Gauss-Markov color measurement noise. 

A recursive strategy in object tracking is used for the unbiased finite impulse response (UFIR) and Kalman 

filter (KF); each recursion has two recognized phases: predict and update. Filters are showed to be able to 

produce a high precision in object tracking under CMN. The standard Kalman and UFIR algorithms are 

tested in video sequences with different factors to affectation to demonstrate the best performance. 

Keywords: Video object tracking, colored measurement noise, Kalman filter, unbiased FIR filter. 

1. INTRODUCTION

Visual object tracking remains a complex problem to tackle 

and of great study interest. Object tracking is a widely 

researched field within computer vision, mainly due to the 

many practical applications such as video surveillance and 

security, robotics, human-computer interaction, autonomous 

vehicle navigation, etc. (Yilmaz, et al., 2006; Bishop, et al., 

2010; Kang, et al., 2017). It can be defined as the problem of 

estimating the trajectory of an object in the image plane 

while moving around a scene (Parekh, et al., 2014; Parmar, 

2016).  

Likewise, object tracking is accompanied by variations in the 

size and position of the frames, typically bounding boxes; 

that is, the target is not exactly followed in the tracking 

process. These variations can be considered as colored 

measurement noise (CMN). An example of variations in 

video object tracking is shown in Fig. 1 for the “blurcar4” 

benchmark (Computer Vision Lab, 2015), where a desirable 

frame is shown green. In this case, the target is a pickup 

truck.  

An effective way to avoid significant tracking errors is to use 

a motion model and state estimators (Simon, 2006; Yoon, et 

al., 2008; Shmaliy, 2010; Liang, et al., 2015; Shmaliy, et al., 

2020). If the model in state space is appropriately specified, it 

can be represented with great precision the dynamics of the 

object for different motions. However, the accuracy of the 

tracking algorithm will continue to depend heavily on 

residues represent noise measurement data and mismodeling 

errors.  

Fig. 1 Example of pickup truck tracking in a video sequence 

Therefore, in this paper, the algorithms Kalman filter (KF) 

and Unbiased Finite Impulse Response filter (UFIR) are 

using to stabilize the trajectory of the bounding box during 

object tracking, under the assumption that variations in the 

image frame can be considered as CMN. For both algorithms, 

the state estimation strategy was in two different phases in 

the recursions and iterations: predict and update. 
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The UFIR and KF algorithms were tested on video sequences 

with different affectation factors of tracking. We used a 

classical method of object initialization, a combined method 

of region labeling and contour search, to test the robustness 

of both algorithms. We evaluated the performance of KF and 

UFIR; based on the results, both algorithms showed 

favorable results, but UFIR produced smaller errors than KF. 

2. IMAGE PROCESSING 

Before starting to visual tracking process, it is necessary to 

initialize the target. Image processing operations seek the 

best recognition of objects in tracking, which involves 

finding the correct characteristics to differentiate the target of 

other objects and the background. Subsequently, whether the 

pixel belongs to the target is verified, a method is known as 

segmentation, which produces a binary image. A pixel has 

the value one if it belongs to the object; otherwise, it is zero. 

The image is divided into regions, and the discontinuities are 

known as the boundaries between the regions (Jahne, 2004; 

Burger and Burger, 2009; Solomon & Breckon, 2011). 

However, in this way, it is not possible to determine how 

many objects are in the general scene. Therefore, it is better 

to analyze connected regions in images. The searching 

process for binary regions is to find out what belongs to 

which regions, how many, and where these are located. This 

process is called region labeling or region coloring (Jahne, 

2004; Burger and Burger, 2009). Different methods are 

known as flood fill, sequential marking, and a combined 

region labeling and contour search method. Regardless of the 

method, region marking is required (Jahne, 2004): 0 is the 

background, 1 is the foreground, 2 and 3 are the region label. 

The image content can be described through its properties. In 

this way, it is necessary to calculate the image properties and 

use them as a basis for further classification. Therefore, the 

extraction of shape parameters is essential for image 

representations. One of the parameters most used in object 

tracking is the bounding box (Burger and Burger, 2009).  

2.1 Bounding box 

The bounding box (BB) is a rectangular box that encloses all 

the objects in an image or scene. It can be represented by 

giving coordinates of the box´s upper left and lower right 

corners (Choeychuent, et al., 2006). The object position 

information in pixels is contained in an array of bounding 

boxes. The BB matrix contains the position of the bounding 

box´s minimum and maximum vertices. The distribution of 

pixels within a frame begins in the upper left corner and ends 

in the lower right corner (Farhadi and Redmon, 2018). The 

bounding box matrix is distributed over 𝑛 rows, representing 

the number of recognized objects, and four columns, 

containing the measurements for each BB located as follows: 

Bounding Box=(Xcorner, Ycorner,  Xwidth, Yheigth)  ( 1) 

Where Xcorner, Ycorner, Xwidth, and Yheigth are the 

coordinates of four corners of the bounding box. In addition 

to these measurements, the centroid of the Bounding Box can 

be generated in “x” and “y” coordinates, called Cx and Cy. 

The algorithm to generate the bounding box in the tracking 

process must predict the four coordinates and the centroids. 
The centroids are used for the bounding box prediction. The 

target´s centroid coordinates are tracked through the 

movement prediction that identifies each of the interest 

objects with the same label in all sequences (Murray, 2017). 

During the tracking may be mismatches and detection errors; 

a filtering method can be applied to reduce them. A filtering 

method is used to predict the centroid of each bounding box 

in the video sequence and update the bounding box. The 

prediction and correction methods are used to mitigate the 

noise present in the object tracking process. The prediction 

indicates the position of the bounding box in time t based on 

its position at time t-1. The Update: it is a correction step. It 

includes the new object tracking model measurement and 

helps improve filtering (Deepak and Suresh, 2015). 

3. PERFORMANCE OF OBJECT TRACKING 

ALGORITHM 

One of the metrics to evaluate the performance of the 

tracking algorithms is precision, that is, the percentage of 

correct predictions. To calculate the precision values is 

necessary to calculate the Intersection over Union (IoU). The 

equations for calculating precision and IoU are (2) and (3), 

respectively. Variables used in calculating the precision are 

obtained from a comparison of IoU results with an 

established threshold. (Padilla, et al., 2021). 

IoU= 
IA

(TBB- PBB)-IA
 ( 2) 

Where IA is the intersection area of the true bounding box 

(TBB) and the predicted bounding box (PBB). The IoU value 

is calculated in each position of the bounding boxes. 

Precision= 
∑ TP

( ∑ TP + ∑ FP )
 ( 3) 

Where TP is true-positive, and FN is false-negative. 

A threshold value must be set for IoU to determine if object 

detection is valid or not. IoU is generally set to 0.5. 

Assuming the IoU threshold is 0.5: If IoU ≥0.5, it is 

classified as True Positive (TP). If IoU <0.5, it is a false 

detection, and it is classified as False Positive (FP). The IoU 

threshold can be set to a value of 0.5 or more, such as 0.75. 

0.9, 0.95, or 1. Understanding that 1 would be an exact 

overlap of the BB. 

4. STATE-SPACE MODEL OF A MOVING OBJECT 

We consider a linear time-varying system with the moving 

object represented in discrete-time state-space with the 

following state and observation equations: 𝑥𝑛 = 𝐴𝑛𝑥𝑛−1 + 𝐸𝑛𝑢𝑛 + 𝐵𝑤𝑛 ( 4) 
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𝑦𝑛 = 𝐻𝑛𝑥𝑛 + 𝑣𝑛 ( 5) 

Where 𝑥𝑛 ∈ ℝ𝑘 is the state vector, 𝑦𝑛 ∈ ℝ𝑀 is the 

observation vector. A is the state transition model. E is the 

control-input model, 𝑢𝑛 is the input control. B is the noise 

matrix. H is the observation model. 𝑤𝑛 ∈ ℝ𝑃 is the process 

noise 𝑣𝑛 ∈ ℝ𝑀 is the colored Gauss-Markov noise with white 

Gaussian with zero mean 𝑤𝑛~𝑁(0, 𝑄𝑛) ∈ ℝ𝑃 and 𝑣𝑛~𝑁(0, 𝑅𝑛) ∈ ℝ𝑀 have the covariances 𝑄𝑛  and 𝑅𝑛, 

respectively, and the property 𝐸{𝑤𝑛𝑣𝑘𝑇} = 0 for all n and k. 

The two noise sequences and the initial state are assumed 

uncorrelated and independent of each sampling instant. (Bar-

Shalom, et al., 2001). 

5. KALMAN FILTER 

The Kalman filter uses the equation of state of the linear 

system to estimate the system´s state through observation of 

input and output. Using KF requires knowledge of the system 

parameters, initial values, and measurement sequences 

(Brown & Hwang, 2012). The KF can estimate the state 

sequences of the system iteratively. It consists of two phases: 

predict, where the optimal state 𝑥̂𝑛− prior to observing 𝑦𝑛 is 

computed, and update, where after observing 𝑦𝑛 the optimal 

posterior state 𝑥̂𝑘 is calculated. Additionally, it computes the 

prior estimation error ϵn
 −=xn-x̂n

- , the posterior estimation 

ϵn=xn-x̂n, a priori estimate error covariance Pn
 −=E {ϵn

−ϵn
−T }, 

and posterior estimate error covariance Pn=E {ϵnϵn
T }. 

In the predict phase are produced (6) and (7). Since the 

process noise 𝑤𝑛 is assumed white Gaussian with zero mean, 

the a priori state estimate, and the a priori error covariance 

matrix are defined as: 𝑥̂𝑛− = 𝐴𝑥̂𝑛−1 + 𝐸𝑛𝑢𝑛  ( 6) 

𝑃𝑛− = 𝐴𝑛𝑃𝑛−1𝐴𝑛𝑇 + 𝐵𝑛𝑄𝑛𝐵𝑛𝑇   ( 7) 

In the update phase, the current a priori predictions are 
combined with the observation of the current state to redefine 
the state estimate and error covariance matrix. The improved 
estimate, which uses the current observation, is called a 
posteriori estimation of the state.  

The measurement 𝑦𝑛 is corrupted by the noise 𝑣𝑛. Since 𝑣𝑛 is 

white with zero mean, this becomes (8), and the measurement 

residual by (9). 𝑦𝑛 = 𝐻𝑛𝑥̂𝑛−1   8) 

𝑧𝑛 = 𝑦𝑛 − 𝐻𝑛𝑥̂−  ( 9) 

The residual covariance matrix is given as shown below. 𝑆𝑛 = 𝐻𝑛𝑃𝑛−𝐻𝑛𝑇 + 𝑅𝑛  (10) 

The optimal Kalman gain is obtained by:  𝐾𝑛 = 𝑃𝑛−𝐻𝑛𝑇𝑆𝑛−1  (11) 

The a posteriori state estimate is given as: 𝑥̂𝑛 = 𝑥̂𝑛− + 𝐾𝑛(𝑧𝑛 − 𝐻𝑥̂𝑛−) (12) 

The a posteriori error covariance matrix is calculated as: 𝑃𝑘 = (𝐼 − 𝐾𝑛𝐻)𝑃𝑘− 
(13) 

A pseudo-code of the Kalman filter is listed as Algorithm 1.  

Algorithm 1: Optimal Kalman Filter 

 Data: 𝑦𝑛, 𝑢𝑛 , 𝑥̂0, 𝑃0, 𝑄𝑛 , 𝑅𝑛 

 Result: 𝑥̂𝑛 , 𝑃𝑛 

 Begin 

   for n= 1,2, … do 

     𝑥̂𝑛− = 𝐴𝑥̂𝑛−1 + 𝐸𝑛𝑢𝑛 

     𝑃𝑛− = 𝐴𝑛𝑃𝑛−1𝐴𝑛𝑇 + 𝐵𝑛𝑄𝑛𝐵𝑛𝑇  

 

    𝑆𝑛 = 𝐻𝑛𝑃𝑛−𝐻𝑛𝑇 + 𝑅𝑛 𝐾𝑛 = 𝑃𝑛−𝐻𝑛𝑇𝑆𝑛−1 𝑥̂𝑛 = 𝑥̂𝑛− + Kn(𝑦𝑘 − 𝐻𝑛𝑥̂𝑛−) 𝑃𝑘 = (𝐼 − 𝐾𝑛𝐻)𝑃𝑘− 

   end for 

  End 

6 UFIR FILTER 

In contrast to the KF, the UFIR does not require any 

information about noise, except for the zero-mean 

assumption (Shmaliy, et al., 2017; Pale-Ramon, et al., 2020). 

Therefore, the UFIR is more suitable for object tracking, 

where the measurement and process noises are unknown. 

However, the UFIR requires an optimal horizon length, Nopt, 

from 𝑚 = 𝑛 − 𝑁𝑜𝑝𝑡 + 1 to n, to minimize the Mean Squared 

Error, and cannot ignore the CMN 𝑣𝑛, which violates the 

zero mean assumption on short horizons. Since the UFIR 

algorithm does not require noise statistics, the prediction 

phase calculates only one value, a priori state: 𝑥̂𝑙− = 𝐴𝑥̂𝑙−1 + 𝐸𝑙𝑢𝑙 (14) 

In the update phase, the state estimate is combined with the 

observation of the current state to refine the state. The 

estimate is iteratively updated to the a posteriori state 

estimate using (15) -(19) as shown below: 

Generalized noise power gain (GNPG) is computed as: 𝐺𝑙 = [𝐻𝑙𝑇𝐻𝑙 + (𝐴𝐿𝐺𝑙−1𝐴𝑙𝑇)−1]−1 (15) 

The measurement residual is obtained as follow: 𝑧𝑙 = 𝑦𝑙 − 𝐻𝑙𝑥̂− (16) 

The bias correction gain is defined as: 𝐺𝑎𝑖𝑛𝑙 = 𝑦𝑙 − 𝐻𝑙𝑥̂− (17) 

The a posteriori state estimate is given by: 𝑥̂𝑙 = 𝑥̂𝑙− + 𝐺𝑎𝑖𝑛𝑙(𝑧𝑙 − 𝐻𝑥̂𝑙−) (18) 
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A pseudo-code of the UFIR algorithm is listed as Algorithm 

2. To initialize iterations, the algorithm requires a short 

measurement vector  𝑦𝑚.𝑘 = [𝑦𝑚 … 𝑦𝑘]𝑇, and matrix: 

𝐶𝑚,𝑘 =
[ 
  
  
 𝐻𝑚(𝐴𝑘𝑚+1)−1𝐻𝑚+1(𝐴𝑘𝑚+2)−1...𝐻𝑘−1𝐴𝑘−1𝐻𝑘 ] 

  
  
 
 

Algorithm 2: UFIR filter 

 Data: 𝑦𝑛, 𝑢𝑛 , 𝑁 

 Result: 𝑥̂𝑛 

 Begin 

   For n= N-1, N, … do 

     𝑚 = 𝑛 − 𝑁 + 1, 𝑠 = 𝑛 − 𝑁 + 𝐾  

 

    𝐺𝑆 = (𝐶𝑚,𝑠𝑇 𝐶𝑚,𝑠) 𝑥̃𝑠 = 𝐺𝑠𝐶𝑚,𝑠𝑇 (𝑦𝑚,𝑠 − 𝐿𝑚,𝑠𝑈𝑚,𝑠) + 𝑆𝑚,𝑠𝑘 𝑈𝑚,𝑠 

 

    For l=s + k: do 𝑥̃𝑙− = 𝐴𝑥̂𝑙−1 + 𝐸𝑢   𝐺𝑙 = [𝐻𝑙𝑇𝐻𝑙 + (𝐴𝑙𝐺𝑙−1𝐴𝑙𝑇)−1]−1  𝐺𝑎𝑖𝑛𝑙 = 𝐺𝑙𝐻𝑙𝑇   𝑥̃𝑙 = 𝑥̂𝑙− + 𝐺𝑎𝑖𝑛𝑙(𝑦𝑙 − 𝐻𝑖𝑥̃𝑙−)  

end for 

 

 

  end for 𝑥̂𝒏 = 𝑥̃𝒏  

  End 

Where 𝑆𝑚,𝑠 and 𝐿𝑚,𝑠 are obtained by (19) and (20) 

respectively,  𝑆𝑚,𝑠𝑘  is the Kth row vector. 

𝑆𝑚,𝑠=

[  
  𝐸0 0           …       0     0𝐴𝑚+1𝐸𝑚 𝐸𝑚+1           …       0     0⋮ ⋮           ⋱        0     0𝐴𝑠−1𝑚+1𝐸𝑚 𝐴𝑠−1𝑚+2𝐸𝑚+1 …    𝐸𝑠−1   0𝐴𝑠𝑚+1𝐸𝑚 𝐴𝑠𝑚+2𝐸𝑚+1   … 𝐴𝑠𝐸𝑠−1 𝐸𝑠] 

     (19) 

𝐿m,s=diag(𝐶𝑚,𝑠)𝑆𝑚.𝑠 (20) 

7. VIDEO TRACKING OF MOVING OBJECT  

The KF and UFIR algorithms were tested on video 

sequences. The videos are available in (Pale-Ramon, 2021).  

7.1 Test on video with low illumination and change direction 

The first test of UFIR and KF algorithms was in a video with 

low illumination and directions changes; the video is called 

“Remotecar1”. The object also has color characteristics 

similar to the background. The purpose was to track a 

remote-control car throughout its trajectory. We supposed 

that an object is disturbed by white Gaussian acceleration 

noise with the standard deviation of  𝜎𝑤 = 10𝑚/𝑠2. The data 

noise (CMN) originates from white Gaussian 𝜎𝑣 = 2𝑚. With 

sample time T= 0.1 seconds, 𝑃0 = 0, 𝑄 = 𝜎𝑤2 , 𝑅 = 𝜎𝑉2, and 

the matrices: 

A= [1 0 𝑇 00 1 0 𝑇0 0 1 00 0 0 1] , 𝐵 = [𝑇22 0   𝑇 00   𝑇22 0 𝑇], 𝐻 = [1 0 0 00 1 0 0] 
Since the UFIR filter requires an optimal averaging horizon     [𝑚, 𝑛] of Nopt points. Following, we determine the Nopt  

(Ramirez-Echeverria, et al., 2014): 

𝑁𝑜𝑝𝑡 = √12𝜎𝑣𝑇2𝜎𝑤 ≅ 15 

Next, we examine the results of both algorithms in the object 

tracking process using the bounding box measurements. In 

Fig. 2, the true trajectory of the object is shown with a black 

line; the results of KF and UFIR with a blue and red line, 

respectively. Given that the Nopt for the UFIR was 15, the 

estimates started from this. The trajectory of the moving 

object was from right to left. The KF presented differences 

compared to the true trajectory. At the same time, UFIR 

presented an adequate tracking of the trajectory. To provide a 

complete view, we calculated the root mean square error 

(RMSE). For the KF, the RMSE in the x-position was 3.6859 

and 0.0068 in the y-position. While for UFIR the RMSE in 

the x and y-position was 0.0808. 

 

Fig. 2 Estimation of the Remotecar1 trajectory in the x-y 

plane using Kalman and UFIR filters) 

7.2 Test on video with fast direction changes and motion 

blur 

The algorithms UFIR and KF were tested in a video sequence 

called Remotecar3, in which the target makes rapid changes 

of direction. Also, during the trajectory, the target became 

blur due to its fast movement and camera movement. In this 

case, there were clearly differentiated the background and the 

target. We considered the standard deviation of  𝜎𝑤 =10𝑚/𝑠2. The data noise (CMN) originates from white 

Gaussian 𝜎𝑣 = 3𝑚. The sample time is T= 0.03 seconds. The 

UFIR 

Nopt=15 
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matrices used were the same as in the previous test, and the 

Nopt ≅ 63. 

The results of this test are shown in Fig. 3. The object's 

trajectory is shown with a black line and the estimates made 

by the algorithms with blue and red for KF and UFIR, 

respectively. The object trajectory was from left to right. 

Given that the Nopt for the UFIR was 63, the estimates made 

with this algorithm started from it. The UFIR algorithm 

provided a more accurate estimate compared to the true 

trajectory of the target. While the KF presented slightly 

varying estimates from the true trajectory. The RMSE for the 

KF was the RMSE in the x-position was 0.1706, and 0.3432 

in the y-position. While for UFIR the RMSE in the x-position 

and y-position was 0. 

 

Fig. 3 Estimation of the Remotecar3 trajectory in the x-y 

plane using Kalman and UFIR filters 

7.3 Performance evaluation of algorithms 

Although the estimated trajectory between the true bounding 

box (TBB) and predicted bounding box (PBB) was similar. 

The dimensions of the BB can vary, and the area of 

intersection varies or does not intersect. To evaluate the 

algorithm performance in object tracking, we used the 

precision metric, correct predictions percentage. The 

precision was calculated using equations (2) and (3) with IoU 

thresholds from 0 to 1, as shown in the x-axis of Fig. 4 and 

Fig. 5. 

The precision results of the test video RemoteCar1 are shown 

in Fig. 4. The KF algorithm produced a high precision on the 

thresholds from 0 to 0.5 and then decayed. The precision was 

greater than 0.7 until the threshold of 0.8. The UFIR 

algorithm presented a high precision until the threshold of 

0.8. That is, each detection covers 80% of the TBB area. 

Since that, the most used threshold values are 0.5% and 

0.75%. (Padilla, et al., 2021), we considered that UFIR and 

KF gave favorable results in the most widely used threshold 

IoU range. Also, the average precision was above 80%. 

 

Fig. 4 Precision of Remotecar1 test video 

The results for the test in video RemoteCar3 are shown in 

Fig. 5. The KF and UFIR produced a high precision threshold 

from 0 to 0.9 threshold and then decayed. Both algorithms 

presented a high precision until threshold 0.9. That is, each 

detection covers 90% of the TBB area. The overlap was not 

exact; otherwise, with a value of 1 threshold, the precision 

would have been equal to 1. Using 0.5 IoU threshold, we 

considered that both algorithms gave favorable results with 

an average precision above 80%. 

 

Fig. 5  Precision of Remotecar3 test video 

The UFIR an KF algorithms performed efficiently in the 

tracking process. However, the UFIR filter showed better 

results. In addition, for UFIR, it is not required to know 

information about the initial state and noise. Therefore, it is 

more suitable for practical applications because not all 

information is usually available for object tracking models. 

Furthermore, the object tracking study is still a complex 

problem to tackle due to the diversity of application areas, 

where the impact factors vary from one application to 

another. Given the good performance of the UFIR filter, we 

consider that it can help treat current research problems such 

as vehicle navigation, security, robotics, etc.  

  

UFIR 

Nopt=63 
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8. CONCLUSIONS  

The KF and UFIR estimation algorithms appear to be 

efficient in the video object tracking task. The object tracking 

tests showed a good performance of both algorithms. The 

UFIR presented a better performance and provided an 

estimate of the state with greater precision, which can be 

helpful in many visual tracking applications since it gives 

good results. It does not require knowing the initial state and 

noise information. Therefore, we conclude that visual object 

tracking algorithms can be further developed by 

incorporating state estimators for a wide area of applications. 

Referring to the good performance of the UFIR filter, we 

now design practical modified algorithms for visual tracking 

of singular and multiple objects to mitigate CMN under the 

affectation factors occlusion and scale changes. 
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