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Abstract: This work focuses on the trajectory tracking problem of an input-delayed omnidi-
rectional mobile robot affected by a constant disturbance in the time delay. The trajectory-
tracking solution is based on a prediction strategy that represents a generalization of the
well-known sub-prediction strategy developed for the linear case. It is formally proven that
the prediction scheme provides the future state of the system and that a feedback law based
on the future predicted state solves the trajectory tracking problem under some assumptions
related to the size of the disturbance and the number of sub-predictors considered. To evaluate
the prediction-based strategy, numerical simulations are carried out showing an adequate
performance of the overall closed-loop system.
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1. INTRODUCTION

From teleoperation systems to chemical processes, time
delays must be taken into account when designing a
control law, Niculescu (2001), because they can produce
unwanted dynamics in the closed-loop system. This topic
has attracted researchers’ attention starting with the
Smith predictor introduced in Smith (1957) that ad-
dressed the case of SISO open-loop stable linear systems
and modified later for unstable linear systems, see for
instance Palmor (1996). For the nonlinear case, there were
also some developments extending the previous linear
strategy, for example, Germani et al. (2002) and Hou et al.
(2002) that consider a prediction strategy based on state
observers presented in Thau (1973). Meanwhile, Mazenc
and Bliman (2006) and Krstic (2009) use state feedback
methods to solve the nonlinear prediction-based case.

In the field of robotics, delays are frequent, for example,
in the context of teleoperation, and many contributions
address this problem in a continuous time framework Sira-
Ramı́rez et al. (2010) or in the discrete-time case, Santos
et al. (2018) and Velasco-Villa et al. (2007), among others.

The present work considers the trajectory tracking prob-
lem for an omnidirectional mobile robot under the effect
of a disturbed time delay at the input signal. It is assumed
that a constant disturbance affects the time delay so its
real value is unknown. It is considered the generalization,
to the nonlinear case, of a prediction scheme that is based
on the ideas of Fragoso-Rubio et al. (2019), Najafi et al.
(2013), and Velasco-Villa et al. (2014) where a Luenberger
type sub-predictor observer chain is proposed, Luenberger
(1971), for linear systems. Based on the estimated future
state of the mobile robot, it is designed a feedback law
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that solve the mentioned trajectory tracking problem. It
is formally proven, that the estimated state converges to
a desired future value and that the closed-loop system
robot-estimated feedback is able to drive the tracking
errors to the origin.

The work is organized as follows. First of all, Section 2
develops the kinematic model that is used throughout
the paper, and Section 3 presents the considered non-
linear sub-prediction scheme. Section 4 introduces the
prediction-based feedback law used to solve the trajectory
tracking problem. The stability analysis of the resulting
closed-loop system is carried out in Section 5, while
numerical simulations that validate the proposed scheme
are presented in Section 6. Finally, some concluding
remarks are given in Section 7.

2. KINEMATIC MODEL OF AN
OMNIDIRECTIONAL MOBILE ROBOT

Considering the configuration of the wheels shown in
Figure 1, assuming a rigid body of the robot with non-
deformable wheels and that the robot moves on a hori-
zontal plane, Canudas de Wit et al. (1996), it is possible
to describe the kinematic model of the robot in the form,

ξ̇(t) = −r(J1R(ϕ(t)))−1θ̇(t). (1)

where

ξ(t) =

[

x(t)
y(t)
ϕ(t)

]

, θ(t) =

[

θ1(t)
θ2(t)
θ3(t)

]

, J1 =











−1

2

√
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−
√
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L

1 0 L











R(ϕ(t)) =

[

cos (ϕ(t)) sin (ϕ(t)) 0
− sin (ϕ(t)) cos (ϕ(t)) 0

0 0 1

]

.
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Notice from Figure 1 that the posture of the robot is given
by the state ξ(t), where (x, y) gives the position on the
X−Y plane and ϕ(t) provide the orientation of the robot
with respect to the X axis. θi(t), i = 1, 2, 3 represent

the rotation or each wheel while θ̇i(t) are the angular
velocity of the wheels and R(ϕ(t)) is a rotation matrix.
It is assumed that the control signal is given by the
rotational velocity of each wheel ui(t) = θ̇i(t) that can be
mapped to the classical control signals (v1(t), v2(t), v3(t))
represented also in Figure 1.

Fig. 1. Omnidirectional mobile robot.

2.1 Time delays at the input signals

Consider a wireless-controlled robot located in a remote
position, as is schematically shown in Figure 2. As it is
clear, two delays are present in the scheme, a time-delay
τ2 > 0 representing the time it takes the data to go from
the robot to the computer, and a time-delay τ1 > 0 being
the time it takes the control signals to go in the opposite
direction. Since the time delay occurs at the input of the
robot, without loss of generality, it is assumed that there
exists a total time delay,

τ = τ1 + τ2
affecting the inputs of the robot. Under these conditions,
the kinematic model of the mobile robot (1) can be
rewritten as,

ξ̇(t) = −r(J1R(ϕ(t)))−1u(t− τ). (2)

2.2 Delay disturbance

A problem related to the remote control configuration,
given the representation (2), is that time delays are
usually not exactly known. In an effort to approximate
this representation to reality, as a first step, consider that
a constant disturbance is included in the total time-delay

Fig. 2. Delays induced on a remote control scheme.

τ . This fact allows us to rewrite the time delay in the
form,

τ = h+ η (3)
with h the known part of the delay and η been the
unknown disturbance. Also, it is assumed that,

h > |η| ∈ R.

Therefore, it is obtained the following representation,

ξ̇(t) = −r(J1R(ϕ))−1u(t− h− η). (4)

3. PREDICTION SCHEME

In what follows, the nonlinear prediction scheme for the
omnidirectional mobile robot is presented. First of all, it
is considered the following assumption.
Assumption 1. There exist a positive integer n ∈ N such
that the known time-delay h satisfy,

h̄ =
h

n
(5)

3.1 Advanced system

To design the nonlinear predictor strategy based on an
observer chain, consider first the following change of
coordinates,

ρi(t) = ξ(t+ ih̄+ η) = ρi−1(t+ h̄+ η) (6)

for i = 1, ..., n.

Considering system (4) and taking the time derivative of
the new coordinates (6), it is possible to obtain, after some
direct computations,

ρ̇i(t) = −r(J1R(ρi3))
−1u(t− (n− i)h̄− η) (7)

for i = 1, ..., n.

Notice that system (7) represents an advance dynamic of
the system (4) several times in the future. In particular,
for the case of i = n, it is obtained,

ρ̇n(t) = −r(J1R(ρn))
−1u(t− η)

that in the case of a disturbance-free system, it is obtained
a system free of delay.

3.2 Sub-predictors chain

Considering the advanced systems (7), it is possible to
propose a Luenberger-type observer that for the case
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i = n will provide the estimation of the future state
ξ(t + τ). The Luenberger observer-prediction takes the
form,
˙̂ρi(t) = −r(J1R(ρ̂i3))

−1u(t− (n− i)h̄) + λeρi
(t− h̄) (8)

for i = 1, ..., n, where the injection errors eρ1(t) are
defined as,

eρ1(t) = ρ1(t)− ρ̂1(t)
for i = 1, and

eρj
(t) = ρ̂(j−1)(t+ h̄)− ρ̂j(t)

for j = 2, 3, ..., n.

For the design of a feedback law that solves the trajectory
tracking problem for the omnidirectional mobile robot, it
will be assumed first that,

ρ̂n(t) → ρn(t) = ξ(t+ τ + η) (9)

thus, it can be considered that the future state ξ(t+ τ +
η) is available to be used on the feedback design. The
convergence to the future value (9) will be proven later.

Remark 1. Notice that the injection error eρ1 is different
from the prediction error that can be defined as

ρ̃i(t) = ρi(t)− ρ̂i(t) (10)

that after direct computations can be rewritten as,

ρ̃i(t) =

i
∑

k=1

eρk
(t+ (i− k)τ̄).

4. TRAJECTORY TRACKING PROBLEM

The trajectory tracking problem for the omnidirectional
mobile robot free-delay (1), considering θ̇(t) = u(t), can
be solved by using the following feedback law,

u(t) =− 1

r
J1R(ρn3){ρ̇nd(t)

− k[ρn(t)− ρnd(t)]}
(11)

where ρnd(t) is the desired trajectory that the system has
to follow. In the case of the delayed system (1), notice
that that feedback (11) takes the form,

u(t) =− 1

r
J1R(ρn3(t+ τ)){ρ̇nd(t+ τ)

− k[ρn(t+ τ)− ρnd(t+ τ)]}
(12)

Clearly, it is impossible to directly implement the non-
causal feedback (12). However, the use of the estimated
future states ρ̂n(t) obtained by the prediction scheme (8),
allows to consider the prediction-based feedback,

u(t) = −1

r
J1R(ρ̂n3){ρ̇nd(t)− k[ρ̂n(t)− ρnd(t)]}. (13)

4.1 Tracking errors

To solve the trajectory tracking problem, define now the
trajectory tracking error as,

es(t) = ρn(t)− ρnd(t). (14)

To simplify the representation of the closed loop system
consider the next change of variable, for the tracking and
injection errors,

zs(t) =es(t− nh̄)

zi(t) =eρi
(t− ih̄) i = 1, 2, ..., n.

(15)

Taking the time derivative of the injection and tracking
errors and defining,

Zn(t) = [ z2 · · · zn ]
T

the closed-loop system is obtained as,
[

żs(t)
ż1(t)
Żn(t)

]

=

[

0 01×n

kI −(kI)1×n
0(n−1)×1 0(n−1)×n

][

zs(t)
z1(t)
Zn(t)

]

+
[

0 01×n
0n×1 −Λn

]

[

zs(t− h̄)
z1(t− h̄)
Zn(t− h̄)

]

+

[

−(kI)2×1 (kI)2×n
0(n−1)×1 0(n−1)×n

]

[

zs(t− η)
z1(t− η)
Zn(t− η)

]

+

[

γt(t− nh̄)
γ1(t− h̄)
Γn(t)

]

(16)

where I ∈ R3×3 is the identity matrix, (kI)m×p is a
matrix of order m × p where every element is k, Γn(t) ∈
R(n−1)×1 is a vector that contains the non-linear terms γi
and Λn is a lower bidiagonal matrix such that,

Λn =











−λI 0 0 ... 0 0
λI −λI 0 ... 0 0
0 λI −λI ... 0 0
...

...
...

...
...

0 0 0 ... λI −λI











.

Under the above conditions, considering the state vector,

z(t) =

[

zs(t)
z1(t)
Zn(t)

]

.

The closed-loop system can be rewritten as,

ż(t) = Ā0z(t) +A1z(t− h̄) +A2z(t− η) + Γ(t), (17)

where,

Ā0 =

[

0 01×n

kI −(kI)1×n
0(n−1)×1 0(n−1)×n

]

, A1 =
[

0 01×n
0n×1 −Λn

]

A2 =

[

−(kI)2×1 (kI)2×n
0(n−1)×1 0(n−1)×n

]

, Γ(t) =

[

γt(t− 3h̄)
γ1(t− h̄)
Γn(t)

]

with
γt(t) =E(ρ̃n3) [ρ̇nd(t) + kρ̃n(t)− kes(t)]

γ1(t) =[E(ρ̃n3(t− (n− 1)τ̄))− E(ρ̃n3(t− (n− 1)τ̄)

− ρ̃13)][ρ̇nd(t− (n− 1)τ̄) + kρ̃n(t− (n− 1)τ̄)

− kes(t− (n− 1)τ̄)]

γi(t) =[E(ρ̃n3(t− (n− i)τ̄)− ρ̃(i−1)3(t+ τ̄))

− E(ρ̃n3(t− (n− i)τ̄)− ρ̃i3)][ρ̇nd(t− (n− i)τ̄)

+ kρ̃n(t− (n− i)τ̄)− kes(t− (n− i)τ̄)]

and

E(ρ̃n3) =









−2 sin2 (
ρ̃n3

2
) − sin (ρ̃n3) 0

sin (ρ̃n3) −2 sin2 (
ρ̃n3

2
) 0

0 0 0









Γn(t) = [γ2(t) γ3(t) . . . γn] .
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In the above representation ρ̃i(t) =
∑i

k=1 eρk
(t+(i−k)τ̄)

correspond to the prediction error.

5. ERRORS CONVERGENCE ANALYSIS

To carry out the stability analysis of the closed-loop
system (17), a null term is introduced in the system in
the form,

ż(t) =(Ā0 +A2)z(t) +A1z(t− h̄)

−A2[z(t)− z(t− η)] + Γ(t)

=A0z(t) +A1z(t− h̄)−A2[z(t)− z(t− η)] + Γ(t)

=A0z(t) +A1z(t− h̄)−A2

∫ 0

−η

ż(t+ θ)dθ + Γ(t)

(18)

that can be rewritten in the form,

ż(t) =A0z(t) +A1z(t− h̄)− F (zt) + Γ(t)

−A2

∫ 0

−η

Γ(t+ θ)dθ
(19)

with

F (zt) =A2

∫ 0

−η

[

Ā0z(t+ θ) +A1z(t− h̄+ θ)

+A2z(t− η + θ)] dθ

(20)

and

A0 = Ā0 +A2 =
[ −kI (kI)1×n
0n×1 0n×n

]

.

Following the ideas in Egorov and Mondié (2015), the
next candidate Lyapunov-Krasovskii functional is pro-
posed:

Ṽ (zt) = v0(zt) +

∫ 0

−h

z
T
(t + θ)R0z(t + θ)dθ

+

∫ 0

−h

z
T
(t + θ)A

T
1 (θ + h̄)R1A1z(t + θ)dθ

+ |sign(η)|

(

1 + h

ϵ

)

×

[
∫ 0

−η−ηχ(η)

z
T
(t + θ)A

T
0 A

T
0 (θ + η + ηχ(η))U(0)A0A0z(t + θ)dθ

+

∫ 0

−h−ηχ(η)

z
T
(t + θ)A

T
1 A

T
0 (θ + h + ηχ(η))U(0)A0A1z(t + θ)dθ

]

where U(t) is the Lyapunov matrix, Kharitonov (2013),
R1 > 0, M > 0,

v0(zt) = zT (t)U(0)z(t) + 2zT (t)

∫

0

−h

U(−θ − h)A1z(t+ θ)dθ

+

∫

0

−h

zT (t+ θ1)A
T
1

∫

0

−h

U(θ1 − θ2)A1z(t+ θ2)dθ2dθ1

R0 =W0 − 2U(0)|η|M−1U(0) > 0

W0 =W − hAT
1
R1A1

− [1 + h]|sign(η)|
[

(η + ηχ(η))AT
0
AT

0
U(0)A0A0

+ (h+ ηχ(η))AT
1
AT

0
U(0)A0A1

]

−W =AT
0
U(0) + U(0)A0 +AT

1
U(h) + UT (h)A1

and

χ(η) =
{

0 if η < 0
1 if η ≥ 0.

after some tedious computations, the time derivative of
the functional Ṽ (zt) along the solution of the system is,

d

dt
Ṽ (zt) =zT (t)[R0 −W0]z(t)

+ 2

[

Γ(t)− F (zt)−A2

∫ 0

−η

Γ(t+ θ)dθ

]T

×
[

U(0)z(t) +

∫ 0

−h

U(−θ − h)A1z(t+ θ)dθ

]

− zT (t− h)R0z(t− h)

−
∫ t

t−h

zT (θ)AT
1 R1A1z(θ)dθ

− |sign(η)|
(

1 + h

ϵ

)

×
[

∫ t

t−η−ηχ(η)

zT (θ)AT
0 A

T
0 A0A0z(θ)dθ

+

∫ t

t−h−ηχ(η)

zT (θ)AT
1 A

T
0 A0A1z(θ)dθ

]

.

(21)

In view of the definition of F (zt) in (20), consider the
following expression,

2FT (zt)

[

U(0)z(t) +

∫ 0

−h

U(−θ − h)A1z(t+ θ)dθ

]

= 2F1(zt) + 2F2(zt)

with,

F1(zt) =

[

A2

∫

0

−η

[Ā0z(t+ θ) +A1z(t− h+ θ)

+A2z(t− η + θ)]dθ

]T[

U(0)z(t)

]

F2(zt) =

[

A2

∫

0

−η

[Ā0z(t+ θ) +A1z(t− h+ θ)

+A2z(t− η + θ)]dθ

]T [
∫

0

−h

U(−θ − h)A1z(t+ θ)dθ

]

.

It is possible to upper-bound functions F1, F2 using the
identity 2aT b ≤ aTMa+ bTM−1b | M > 0 as follows,

|2F1(zt)| ≤sign(η)

∫ 0

−η

FT (zt, θ)MF (zt, θ)dθ

+ |η|zT (t)U(0)M−1U(0)z(t),

,

and

|2F2(zt) ≤ sign(η)

∫ 0

−η

FT (zt, θ)MF (zt, θ)dθ

+|η|
∫ 0

−h

zT (t+θ)AT
1 U(h+θ)M−1U(h+θ)A1z(t+θ)dθ,
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where,

M =
1

ϵ
U(0).

As a consequence,

|2F1(zt)+2F2(zt)| ≤ zT (t)Wz(t)

+

∫ 0

−h

zT (t+ θ)AT
1 R1A1z(t+ θ)dθ

+ |sign(η)|
(

1 + h

ϵ

)

×
[

∫ t

t−η−ηχ(η)

zT (θ)AT
0 A

T
0 A0A0z(θ)dθ

+

∫ t

t−h−ηχ(η)

zT (θ)AT
1 A

T
0 A0A1z(θ)dθ

]

.

(22)

This, in turn, allows bounding the functional derivative
as,

d

dt
Ṽ (zt) ≤− zT (t)R0z(t) + [2 + a1h+ a2η]νLc||z(t)||2

+ [1 + a2η]νa1Lc

∫ 0

−h

||z(t+ θ)||2dθ

+ [1 + a1h]νa2Lc

∫ 0

η

||z(t+ θ)||2dθ

(23)

where, a1 = ||A1||, a2 = ||A2||, ν = supτ∈[0,h] ||U(τ)|| and
||Γ(t)|| ≤ Lc||z(t)||.
Bounds on equation (23) allows modifying the functional

Ṽ (zt) as follows in order to assure the negative definitive-
ness of the functional,

Ṽp(zt) =Ṽ (zt) + 2
µ

h

∫ t

t−h

zT (θ)[h− t+ θ]UT (h)A1z(θ)dθ

+ 2
µ

η

∫ t

t−η

zT (θ)[η − t+ θ]U(0)A0z(θ)dθ

(24)

with a µ > 0.

The time derivative of Ṽp(zt) yields,

d

dt
Ṽp(zt) =

d

dt
Ṽ (zt)− µzT (t)Wz(t)

− 2
µ

h

∫ t

t−h

zT (θ)UT (h)A1z(θ)dθ

− 2
µ

η

∫ t

t−η

zT (θ)U(0)A0z(θ)dθ.

(25)

Equation (25) implies that d
dt

(

Ṽp(zt)
)

< 0 if the follow-

ing conditions are satisfied,

i) R1 ≥ 2U(0)|η| > 0
ii) µλmin(W ) ≥ [2 + a1h+ a2η]νLc

iii) 2µ[νmin] ≥ [1 + a2η]νhLc

iv) 2µa0 ≥ [1 + a1h]a2ηLc.

Therefore, it is possible to conclude that if the above
conditions are satisfied, then, the closed-loop system (17)
will be asymptotically stable. In other words, it is possible
to assure the stability of the system if there exists a µ

large enough to bound the positive terms of d
dt
Ṽ (zt). It

is also noticeable that condition (i) exists to maintain the

positive definiteness of Ṽp(zt).

6. NUMERICAL SIMULATION

To show the performance of the prediction-based tra-
jectory tracking strategy developed in this work, some
numerical simulations will be carried out by considering
a desired trajectory generated by a lemniscate type given
by the parametric equations,

ρnd1 = A cos (pt)

ρnd2 = B sin((2pt))

with A = 1, B = 0.4 and p = π
20 .

The parameters for the omnidirectional robot have been
set as L = 0.1877 m and r = 0.0381 m, using as reference
a robot built in our laboratory. The considered time delay
is h = 1.5 s and η = 0.03 s. The predictor considers, n = 3,
λi = 0.5, and for the feedback law, k = 1.

It is important to remark that the parameters λi and η
were chosen such that both satisfy the inequalities (i)-
(iv) in order to make system (17) asymptotically stable.
The details of the computations are omitted due to
space reasons, however, in Figure 3 the stability region
is depicted.

As is shown in the theoretical developments, the conver-
gence of the injection errors implies the convergence of
the prediction errors ρ̃3 as is presented in Figure 4.

The trajectory tracking solution is based on the estimated
predicted state, since the prediction errors converge, it
is possible to show the adequate convergence on the
tracking errors in Figure 5. Finally, the evolution of the
omnidirectional delayed mobile robot in the X −Y plane
is depicted in Figure 6.

Fig. 3. Stability region of the system with a time delay
of h = 1.5 s .

7. CONCLUSION

This paper presents a strategy to solve the problem of
time delay in the input of an omnidirectional mobile
robot. It also shows that the prediction scheme considered
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Fig. 4. Prediction error ρ̃3.

Fig. 5. Trajectory tracking error zs.

Fig. 6. Trajectory depicted by the omnidirectional robot.

is robust with respect to a constant perturbation in the
time delay. However, as can be seen in Sections 5 and
6, η needs to be very small compared to h to ensure

the predictions converge to the real states. Future work
aims at the modification of the present scheme to improve
robustness with respect to time delay disturbances.
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Santos, J., Conceiçao, A., Santos, T., and Araújo, H.
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trol de un robot móvil omnidireccional con retardos
de tiempo. In Congreso Latinoamericano de Control
Automático.
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