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Abstract: This paper presents a design of a generalized dynamic observer (GDO) for polytopic
quasi-LPV (Linear Parameter varying) system where the parameters depend on unmeasured
state variables. It generalizes the existing results on the proportional observers and proportional
integral observers. Conditions for the existence and stability of the obtained observer are
given through Lyapunov approach and L2 gain and its design is obtained in terms of a set of
linear matrix inequalities (LMI). The performance and effectiveness of the proposed observer
structure are illustrated by a numerical example.
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1. INTRODUCTION

The study of LPV (Linear Parameter varying) systems
has recently received more attention because they can
represent efficiently the dynamic behavior of some non-
linear systems (Shamma and Cloutier (1993); Shamma
and Athans (1991)). With this characteristic, they can
cope some nonlinear problems in different research areas
such as controller design (López-Estrada et al. (2016);
Balas (2002); Bianchi et al. (2005)), fault tolerant control
(Rodrigues et al. (2007)), fault diagnosis (Chadli et al.
(2017); Ortiz-Torres et al. (2016); Theilliol and Aberkane
(2011)), modeling (De Caigny et al. (2011)) among others.
In the LPV theory, the varying parameters depend on
exogenous signals which are commonly measured and
available. When the bounds of exogenous parameters are
known, the LPV system can be reformulated in a convex
linear combination of linear time invariant (LTI) systems.
Therefore, LTI sytem theory can be used in LPV systems.
On the other hand, if the nonlinearities are determined
with endogenous signals, the system is referred as quasi-
LPV and represents a large class of nonlinear systems.
Nevertheless, in some practical situations, the parameters
are not accessible and could be estimated as presented
in López-Estrada et al. (2015). There exist only few
works considering quasi-LPV systems where the param-
eters depend on unmeasured or unknown states of the
system. This problem has been addressed through the
Input-to- Stability concept as in Millerioux et al. (2004),
which is based on polyquadratic Lyapunov function with a

bounded error estimation assumption. Likewise, in Berg-
sten et al. (2001); Ichalal et al. (2010); Lendek et al.
(2009) the perturbation term is considered as Lipschitz
to mitigate the influence of unmeasured parameters on
the estimation error. Another approach to guarantee the
estimation by using the L2 gain which minimize the effect
of the unknown parameters on the estimation error (Icha-
lal et al. (2016); Nagy-Kiss et al. (2015); Bezzaoucha et al.
(2013)). From the previous works, we can note that the
study of quasi-LPV observer with unmeasured parameters
is addressed in proportional observer (PO) (Ichalal et al.
(2016)), proportional integral observers (PIO) (Ichalal
et al. (2009)) and adaptive observers (AO) (Nagy-Kiss
et al. (2015); Nagy-Kiss and Schutz (2013); Bezzaoucha
et al. (2013)) structures.
More recently, the study of new observer structure, called
generalized dynamic observer (GDO) has been intro-
duced for descriptor systems (Osorio-Gordillo et al. (2016,
2015)), linear time invariant systems (Gao et al. (2016))
and LPV systems (Pérez-Estrada et al. (2018)). These
observer structures are based on (Park et al. (2002); Mar-
quez (2003)), where the principal idea is the additional dy-
namics in the observer and the degrees of freedom added
to the structure, with the purpose of achieving steady
state accuracy and improving robustness in estimation
error against disturbances and parametric uncertainties.
The obtained results from (Osorio-Gordillo et al. (2016);
Gao et al. (2016)) generalize the existing results on the
PO, the PIO and the dynamic observer (DO) and present
their performances. From these results, it ts shown that
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the DO has a better performances than the PIO and PO
in the presence of uncertainties in the system.
The main contribution of this paper is the GDO de-
sign for quasi-LPV systems with unmeasured scheduling
functions. The scheduling functions depend on unknown
states and therefore should be estimated. The L2 norm is
introduced to minimize the unmeasured scheduling func-
tions effect on the state estimation. The GDO parameters
are used to achieve steady state accuracy and improve
robustness in estimation error against disturbances and
parametric uncertainties. Also the GDO structure permits
to unify the design of reduced and full order observer. At
the end, the efficiency of this observer is shown through
a numerical example.

2. PRELIMINARIES

The following lemma will be used in the sequel of this
paper, its proof is presented in Skelton et al. (1997).

Lemma 1: Let matrices B, C, D = DT be given, then the
following statements are equivalent:

(S1) There exists a matrix X satisfying

BXC + (BXC)T +D < 0

(S2) The following two conditions hold

B⊥DB⊥T < 0 or BBT > 0

CT⊥DCT⊥T < 0 or CTC > 0

Suppose that the statement (S1) holds. Let rb and rc be
the ranks of B and C, respectively, and (Bl, Br) and (Cl,
Cr) be any full rank factors of B and C, i.e. B = BlBr and
C = ClCr.
Then the matrix X in statement (S1) is given by

X = B+r KC
+
l + Z − B+r BrZClC+l

where Z is an arbitrary matrix and

K = R−1BTl ϑCTr (CrϑCTr )−1 + S1/2φ(CrϑCTr )−1/2

S = R−1 −R−1BTl [ϑ− ϑCTr (CTr ϑCTr )−1Crϑ]BlR−1

where φ is an arbitrary matrix such that ||φ|| < 1 and R
is an arbitrary positive definite matrix such that

ϑ = (BlR−1BTl −D)−1 > 0

3. PROBLEM FORMULATION

Let us consider the following quasi-LPV system

ẋ(t) =

r∑
i=1

µi(x(t))(Aix(t) +Biu(t)) (2a)

y(t) = Cx(t) (2b)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm the
input vector and y(t) ∈ Rp is the output vector. Matrices
Ai ∈ Rn×n, Bi ∈ Rn×m, C ∈ Rp×n are constant matrices.
r is the number of local models. The scheduling functions
µi(x(t)) depend on the unmeasured state x(t), and they
have the following convex properties:

r∑
i=1

µi(x(t)) = 1 and µi(x(t)) ≥ 0. (3)

Now, let us consider the following GDO for system (2).

ζ̇(t) =

r∑
i=1

µi(x̂(t))(Niζ(t) +Hiv(t) + Fiy(t) + Jiu(t))

(4a)

v̇(t) =

r∑
i=1

µi(x̂(t))(Siζ(t) + Liv(t) +Miy(t)) (4b)

x̂(t) = Pζ(t) +Qy(t) (4c)

where ζ(t) ∈ Rq0 represents the state vector of the
observer, v(t) ∈ Rq1 , is an auxiliary vector and x̂(t) is
the estimate of x(t). Matrices Ni, Fi, Ji, Hi, Li, Mi, P
and Q are unknown matrices of appropriate dimensions
which must be determined such that x̂(t) asymptotically
converges to x(t). In order to facilitate the comparison
between the system (2) and the GDO (4), the system can
be written with scheduling functions depending on the
unmeasured state vector as:

ẋ(t) =

r∑
i=1

µi(x̂(t))(Aix(t) +Biu(t)) + ω(t) (5a)

y(t) = Cx(t) (5b)

where

ω(t) =

r∑
i=1

(µi(x(t))− µi(x̂(t)))(Aix(t) +Biu(t)) (6)

The term ω(t) can be considered as a perturbation of
finite energy and its effect on the estimation error must
be minimized.
Remark 1 :

i) The GDO (4) is in general form and generalizes the
existing observers. In fact:
• If Hi = 0, Si = 0, Mi = 0 and Li = 0 then the
observer reduces to the PO for LPV systems.

ζ̇(t) =

r∑
i=1

µi(x̂(t))(Niζ(t) + Fiy(t) + Jiu(t))

x̂(t) = Pζ(t) +Qy(t)

• For Li = 0, Si = −CP and Mi = −CQ + I then
the following PIO for LPV systems is obtained

ζ̇(t) =

r∑
i=1

µi(x̂(t))(Niζ(t) +Hiv(t) + Fiy(t) + Jiu(t))

v̇(t) = y(t)− Cx̂(t)

x̂(t) = Pζ(t) +Qy(t)

ii) The GDO design unifies the reduced-order observer
if qo = n− p and the full-order one if qo = n.

The problem of the observer design is to guarantee the
convergence of the estate estimation error toward zero
when ω(t) is null and minimizing the L2 gain, for ω(t) 6= 0,
on the estimation error (e(t) = x̂(t)− x(t)) formulated as
‖e(t)‖2 < γ‖ω(t)‖2. The following lemma gives existence
conditions of the observer (4) under the assumption
ω(t) = 0.
Before of the observer design, we can give the following
lemma.
Lemma 2: For ω(t) = 0, there exists an observer of the
form (4) for the system (5) if the following two statements
hold.
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1. There exists a matrix T of appropriate dimension
such that the following conditions are satisfied
(a) NiT + FiC − TAi = 0
(b) Ji = TBi

(c) SiT +MiC = 0
(d) PT +QC = In

2. The system ϕ̇(t) =
∑r

i=0 µi(x̂(t))

[
Ni Hi

Si Li

]
ϕ(t) is

asymptotically stable.

Proof. Let T ∈ Rqo×n be a parameter matrix and
consider the transformed error ε(t) = ζ(t) − Tx(t), then
its derivative is given by:

ε̇(t) =

r∑
i=1

µi(x̂(t))(Niε(t) + (NiT + FiC − TAi)x(t)

+Hiv(t) + (Ji − TBi)u(t)) (7)

by using the definition of ε(t), equations (4b) and (4c)
can be written as:

v̇(t) =

r∑
i=1

µi(x̂(t))(Siε(t) + (SiT +MiC)x(t) + Liv(t))

(8)

x̂(t) = Pε(t) + (PT +QC)x(t) (9)

If conditions (a)-(d) of Lemma 2 are satisfied, the follow-
ing observer error dynamics is obtained from (7) and (8)[

ε̇(t)
v̇(t)

]
︸ ︷︷ ︸

ϕ̇(t)

=

r∑
i=1

µi(x̂(t))

[
Ni Hi

Si Li

]
︸ ︷︷ ︸

Ai

[
ε(t)
v(t)

]
︸ ︷︷ ︸

ϕ(t)

(10)

From (9), we have

x̂(t)− x(t) = e(t) = Pε(t) (11)

in this case if system (10) is asymptotically stable then

lim
t→∞

e(t) = 0. 2

4. GDO DESIGN

4.1 Parameterization of the observer

In this section, we shall give the parameterization of the
algebraic constraint equations (a)-(d) of Lemma 2. Let
E ∈ Rq0×n be any full row rank matrix such that the

matrix Σ =

[
E
C

]
is of full column rank and let Ω =

[
In
C

]
.

Conditions (c) and (d) can be written as:[
Si Mi

P Q

] [
T
C

]
=

[
0
In

]
(12)

the necessary and sufficient condition for equation (12) to
have a solution is:

rank

[
T
C

]
= rank

 TC0
In

 = n (13)

Now, since rank

[
T
C

]
= n, there always exist matrices

T ∈ Rq0×n and K ∈ Rq0×p such that T +KC = E, which
can be written as:

[ T K ] Ω = E (14)

and since rank(Ω)=rank

[
Ω
E

]
. The general solution of

equation (14) is given by:

[ T K ] = EΩ+ − Y1(In+p − ΩΩ+) (15)

Equation (15) is equivalent to:

T = T1 − Y1T2 (16)

K = K1 − Y1K2 (17)

where T1 = EΩ+

[
In
0

]
, T2 = (In+p − ΩΩ+)

[
In
0

]
,

K1 = EΩ+

[
0
Ip

]
and K2 = (In+p − ΩΩ+)

[
0
Ip

]
.

Now, inserting the equivalence T from (14) into condition
(a) it leads to:

NiE + K̃iC = TAi (18)

where K̃i = Fi − NiK and equation (18) can be written
as: [

Ni K̃i

]
Σ = TAi (19)

The general solution of (19) is given by:[
Ni K̃i

]
= TAiΣ

+ − Zi(In+p − ΣΣ+) (20)

by replacing matrix T from equation (16) into equation
(20) it gives:

Ni =N1,i − Y1N2,i − ZiN3 (21)

K̃i = K̃1,i − Y1K̃2,i − ZiK̃3 (22)

where N1,i = T1AiΣ
+

[
Iq0
0

]
, N2,i = T2AiΣ

+

[
Iq0
0

]
,

N3 = (Iq0+p − ΣΣ+)

[
Iqo
0

]
, K̃1,i = T1AiΣ

+

[
0
Ip

]
,

K̃2,i = T2AiΣ
+

[
0
Ip

]
, K̃3 = (Iqo+p − ΣΣ+)

[
0
Ip

]
and

Zi are arbitrary matrices of appropriate dimension. As
matrices Ni, T , K, K̃i are known, we can deduce the
matrix Fi as:

Fi = F1,i − Y1F2,i − ZiF3 (23)

where F1,i = T1AiΣ
+

[
K
Ip

]
, F2,i = T2AiΣ

+

[
K
Ip

]
, F3 =

(In+p − ΣΣ+)

[
K
Ip

]
.

On the other hand from equation (14) we obtain:[
T
C

]
=

[
Iqo −K
0 Ip

]
Σ (24)

inserting equation (24) into the equation (12) we get:[
Si Mi

P Q

] [
Iqo −K
0 Ip

]
Σ =

[
0
In

]
(25)

Since matrix Σ is of full column rank and[
In −K
0 Iny

]−1
=

[
Iqo K
0 Ip

]
the general solution to equation (25) is given by:[

Si Mi

P Q

]
=

([
0
In

]
Σ+ −

[
U1,i

U2

]
(Iqo+p − ΣΣ+)

)
×[

Iqo K
0 Ip

]
(26)
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where U1,i and U2 are arbitrary matrices of appropriate
dimensions.
Then matrices Si, Mi, P and Q can be determined as:

Si = −U1,iN3 (27)

Mi = −U1,iF3 (28)

P = Σ+

[
Iqo
0

]
(29)

Q = Σ+

[
K
Ip

]
(30)

where for the sake of simplicity U2 = 0. Now, by using
(21) and (27) the observer error dynamics (10) can be
rewritten as:

ϕ̇(t) =

r∑
i=1

µi(x(t))((Ai − YiA2)ϕ(t)) (31a)

e(t) = Pϕ(t) (31b)

where Ai =

[
N1,i − Y1N2,i 0

0 0

]
, A2 =

[
N3 0
0 −Iqo

]
,

Yi =

[
Zi Hi

U1,i Li

]
and P = [ P 0 ].

4.2 GDO stability

This section shows the results to design the GDO observer
considering the LPV system (5) with ω(t) 6= 0. From the
Lemma 2, the dynamic of error ε(t) becomes

ε̇(t) =

r∑
i=1

µi(x̂(t))(Niε(t) +Hiv(t)− Tω(t)) (32)

the dynamic of variable v(t)

v̇(t) =

r∑
i=1

µi(x̂(t))(Siε(t) + Liv(t)) (33)

and the estimation error e(t) equals to

e(t) = Pε(t). (34)

With the previous equations, we obtain the following
system:

ϕ̇(t) =

r∑
i=1

µi(x̂(t))((Ai − YiA2)ϕ(t) + Γω(t)) (35a)

e(t) = Pϕ(t) (35b)

where Γ =
[
−TT 0

]T
and P = [ P 0 ]. Matrices Ai, A2

and Yi are defined in (31a).
Consequently, the observer design is based to the analysis
of the system (35) to determine the matrices Yi through
L2 gain condition. The following theorem gives the exis-
tence conditions of the GDO observer using lemma 1.

Theorem 1: System (35) is asymptotically stable and
‖e(t)‖2 < γ‖ω(t)‖2 if there exists the parameter matrices
Yi, an attenuation level γ > 0 and symmetric positive
definite matrices X1 and X2 such that the following LMIs
are satisfied.

X2 > X1 (36)[
Πi −NT⊥

3 X1T1 +NT⊥
3 WT2

(∗) −γ2In

]
< 0 (37)

where

Πi =NT⊥
3 (NT

1,iX1 −NT
2,iW

T +X1N1,i −WN2,1+

PTP )NT⊥T
3 (38)

In this case, matrix Y1 = X−11 W and the matrices Yi are
parameterized as

Yi = X−1(B+r KiC+l + Z − B+r BrZClC+l ) (39)

with

Ki =R−1BTl ϑiCTr (CrϑiCTr )−1 + S1/2i φ(CrϑiCTr )−1/2 (40)

Si =R−1 −R−1BTl [ϑi − ϑiCTr (CTr ϑiCTr )−1Crϑi]BlR−1
(41)

ϑi =(BlR−1BTl −Di)
−1 > 0 (42)

where

Di =

[
AT

i X +XAi + PTP XΓ
(∗) −γ2In

]
B =

[
−I
0

]
, C = [ A2 0 ] and X =

[
X1 X1

X1 X2

]
. φ is an

arbitrary matrix such that ||φ|| < 1 and R > 0. Matrices
Cl, Cr, Bl and Br are any full rank matrices such that
C = ClCr and B = BlBr.

Proof. Consider the following Lyapunov function candi-
date

V (ϕ(t)) = ϕ(t)TXϕ(t) > 0 (43)

with X =

[
X1 X1

X1 X2

]
> 0 and by the Schur complement

X2 > X1. Its derivative along the trajectory of (35) is
given by

V̇ (ϕ(t)) =

r∑
i=1

µi(x̂(t))(ϕ(t)T ((Ai − YiA2)TX +X(Ai−

YiA2))ϕ(t) + ω(t)T ΓTXϕ(t) + ϕ(t)TXΓω(t)) < 0
(44)

Then, we need to ensure asymptotic convergence of e(t)
toward zero if ω(t) = 0 and simultaneously guaranteeing
a bounded L2 if ω(t) 6= 0. This problem is reduced to

V̇ (ϕ(t)) + e(t)T e(t)− γ2ω(t)Tω(t) < 0 (45)

After some calculation by using the convex sum property
of the scheduling functions, equation (45) is satisfied if
the following LMI hold[

(Ai − YiA2)TX +X(Ai − YiA2) + PTP XΓ
(∗) −γ2I

]
< 0

(46)
which can be written as

BXiC + (BXiC)T +Di < 0 (47)

where B =

[
−I
0

]
, C = [ A2 0 ], Xi = XYi and Di

is defined in Theorem 1. According to the solvability
conditions of Lemma 1, the equation (47) is reduced to:

CT⊥DiCT⊥T < 0 (48)

with CT⊥ =

[ [
NT⊥

3 0
]

0
0 Iq0+q1

]
. By using the defini-

tion of Di and W , the inequality (48) becomes (37). If
condition (37) is satisfied, the matrix Yi is obtained as
(39)-(42). 2
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5. NUMERICAL EXAMPLE

In order to illustrate our results, let us consider a numer-
ical example described by the quasi-LPV system (2) with
the matrices

A(x1(t)) =

[−2x1(t) 2 1
0 −3 2
1 0 −x1(t)

]
, B(x1(t)) =

[
0

2x1(t)
2

]
and C = [ 0 1 0 ], where x1(t) ∈ [1.3, 5.2]. Such that the
scheduling functions µi(x1(t)) are

µ1(x1(t)) =
5.2− x1(t)

3.9

µ2(x1(t)) =
x1(t)− 1.3

3.9

We obtain the observer gains by solving the LMI’s of

Theorem 1 and choosing the matrix E =

[
2 0 0
0 2 0
0 2 2

]
,

φ = 0.1× ones6,4 Z = 0 and R = I6× 0.01. The observer
gains are not showed due to lack of space. The attenuation
level obtained by solving Theorem 1 is γ = 0.3001
which guarantee a good attenuation of ω(t). The initial
condition for the system are x(0) = [45, 80]T for the GDO
are ζ(0)GDO = [0.4, 1.85,−1.1]T , v(0)GDO = [1, 1, 1]T . To
evaluate the performance of the observers an uncertainty
∆A(t) is added in the system matrix Ai, then we obtain
the following matrix Ai + ∆A(t) where

∆A(t) = δ(t)×

[
1 0 0
0 1.5 0

0.2 0 0.5

]
.

The results of the simulation are depicted in Fig. 1-6.
Fig. 1 shows the input variable u(t) . Fig. 2 shows the
uncertainty factor δ(t). Fig. 3-5 show the system states
an their estimations by GDO. Fig. 6 shows the variation
of the scheduling functions depending on x̂(t).
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Fig. 1. Input variable u(t)
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Fig. 2. Uncertainty factor δ(t)
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Fig. 3. Estimation of x1.
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Fig. 4. Estimation of x2.
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Fig. 5. Estimation of x3.
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Fig. 6. Scheduling functions.

6. CONCLUSION

In this paper a new approach for the estimation of the
state variables for quasi-LPV systems with unmeasured
scheduled functions is proposed. The conditions for the
existence of the GDO are provided and its stability is
proved. The design is given in terms of LMI’s. This ob-
server constitutes a generalization of the existing POs and
PIOs, which are only particular cases. A numerical exam-
ple is presented to show the performances and robustness
to parametric uncertainties and unknown scheduling func-
tions.
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